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1 INTRODUCTION

1.1 STATEMENT OF THE PROBLEM

The object of a rapid carrier acquisition circuit is to reduce the
centre frequency ambiguity of a modulated carrier. In conjunction with
such a circuit, a phase locked loop may then achieve lock with the
carrier in a timescale which is much smaller than that possible with a
swept filter and integrator combination. This type of system is most
useful in circumstances where:

a. The signal has its energy concentrated in a small spectral
region within a much larger band of ambiguity.

b. The frequency drift of the signal is not so great as to
introduce significant ambiguity into the interpretation of the
data.

c. The signal to noise ratio is close to limiting the error
free data rate.

Previous realisations of such systems, although practicable, have one
or more undesirable features such as high cost, complexity or bulk. In
any case they are generally unsatisfactory in terms of the reduction of
acquisition time. We have eliminated these undesirable features'.

A typical and important application of such a system is in a narrow
satellite communications channel where low data rate transmissions are
used 2 . The signals are often phase modulated, and there are centre
frequency ambiguities introduced by local oscillator error and doppler
shift due to satellite drift. In this Memorandum we consider this as a
particular example of an implementation of the rapid acquisition system.
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1.2 PRIOR ART AND ITS DEFICIENCIES

The original method of determining the centre frequency of a low
data rate signal was to use what was effectively a narrow band swept
filter and an integrator (see Figure 1). This was realised as a fixed

filter feeding a rectifier and the integrator, the input signal being
mixed with a swept voltage controlled oscillator. The output was tested
with a threshold detector. The technique is a slow serial search and
has the added disadvantage in practice of locking to the first signal

encountered which is of sufficient power to exceed the set threshold.
This would not necessarily be the largest or the required signal, and
for example it may have been produced via nonlinearities in a satellite
transponder. Typical serial search times for a 50 bit per second signal

in a 12 kHz bandwidth at a signal to noise ratio of 30 dB Hz is between
0 and 40 seconds depending on the location of the signal in the band.

The latest method implemented in practice uses state-of-the-art

chirp techniques. There are several successive frequency estimates made
to reduce the frequency ambiguity to within the phase locked loop capture

range, the first and widest search uses a chirp correlator connected to
a VCO/mixer combination as before. This allows a rapid initial search.

The system reduces the total acquisition time to 7 seconds regardless of
the centre frequency of the signal and has the added advantage of choosing

the largest signal as the carrier. The solution is complicated, and the
1984 price for the system excluding the modem was E12,000.

Other methods which have been proposed are the analogue bank of
filters method and the fast Fourier Transform (FFT) method. The analogue
filter bank is an attractive alternative as it is a parallel system, but
has been rejected in the past as it is complex, bulky and expensive. The
FFT method requires much computing power and it is expensive. Although
it is the more compact and efficient of the two methods, it is not compact

enough to install in small, remote terminals.

1.3 PROPOSED SOLUTION

There are two key elements which point to the most efficient

solution and its hardware realisation. These are:

a. We consider that a system is more likely to be optimum if it

emulates the physics of the behaviour of the object under study.
The determination of a frequency implies that the system would
have "eigenstates" which are analogues of different narrow

frequency bands.

b. If we are to employ digital hardware most efficiently and
the bandwidth of the digital hardware is much greater than the
width of the satellite band under consideration, we would then

wish to use the digital bandwidth to develop the physical analogue
in parallel.

A simple physical system which is responsive in a precisely definable
manner to a particular band of frequencies is the LCR oscillator. We

shall discuss the rationale for using this model and its particular

implementation in hardware in the next section.
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2 RATIONALE

2.1 INTRODUCTION

The rationale in the design of any good signal processing hardware
derives from one's prior knowledge of the signal structure. Broadly

speaking, the complexity of the design reflects the richness of structure
present in the signal. Obviously other considerations must enter into

the design, and typically these involve trading off the complexity of the
hardware against the quality of the signal analysis being performed. In

our application these additional considerations will become clear in the

following sections.

2.2 THE SIGNAL STRUCTURE

In order to specify our prior knowledge of the signal structure we
must examine how the signal was generated, and the type of noise processes
that are present. The signal consists of components with different
characteristic timescales:

(SI) A sinusoidal carrier with period Ts

(S2) A code chip period Tc

(S3) A carrier and/or code drift time Td

which we shall assume satisfy the inequality

Ts < < Tc << r d (2.1)

The fact that these characteristic timescales are well separated enables
us to factorise the signal processing into three stages:

(PI) Hardware to lock on to the sinusoidal carrier SI

(P2) Software to demodulate the signal encoded in S2

(P3) Software to track (ie retain lock with) Sl and/or S2

We shall be concerned only with P1 in this Memorandum; P2 and P3 will

be dealt with in future reports.

In order to design PI we must introduce prior knowledge of the

corresponding signal structure. This prior knowledge is:

(PK1) Sl is a pure sine wave of frequency w, plus

(PK2) additive white gaussian noise

where PK2 models the known properties of the noise processes in satellite
communication channels. Furthermore we may impose a higher level of
prior knowledge which expresses the fact that the cprrier frequency W is

to be found in a limited band of frequencies

(PK3) 0 ww ax
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PKI-3 completely specify our prior knowledge of SI plus its associated

noise; we shall use this information together with some additional

constraints to design Pl.

2.3 FURTHER CONSTRAINTS ON THE SIGNAL PROCESSING SCHEME

The optimal linear processing scheme for threshold detection of SI

corresponding to PKI and PK2 is the Fourier Transform (FT). A FT is
essentially a set of filters that are matched to an equivalent set of

pure sine wave signals. The signal to noise ratio (SNR) is maximised
in the FT channel which precisely matches the frequency of the incoming

carrier. Thus we could perform PI by seeking the FT channel with the

maximum response. In order to achieve this aim we must introduce some

additional prior knowledge in order to constrain the precise means
whereby the FT is realised.

An obvious constraint that we must place on any FT method is:

(CI) The FT "window" must have a length of order tc.

This ensures that the width of the FT channels is of order of the
modulation superimposed on the carrier, which in turn ensures that the

energy contained in the carrier and its modulation (ie S with S2) does
not wander outside the range of the FT channel that it happens to fall
in originally. It also ensures that each FT channel is as narrow as it

could be subject to this condition. Another obvious constraint is:

(C2) The set of FT channels must have substantially non-overlapping

windows.

This will ensure that Sl and S2 will only fall into one or two FT channels
simultaneously. The final constraint on the general properties of the FT

channels is:

(C3) The entire frequency range 0 < w < wmax must be "covered" by

FT channels.

Together the constraints CI-3 specify the type of FT (up to factors of

order of unity) which is required to perform Pl. However it is by no
means obvious that a standard FT algorithm will be the optimal solution

within our constraints; we have only needed to specify the properties
of the transformation up to factors of order of unity. This is evident

in the use of loose language in defining the constraints CI-3 above.

We shall now capitallse on this residual freedom in order to design a
P1 which looks similar to a standard FT, but which possesses certain

features that permit a simple hardware reallsation.

2.4 A PHYSICAL ANALOGY

We strongly believe that physical intuition is a powerful means of
seeking short-cut solutions to problems, therefere we shall seek a

physical analogue of the processing operations that PI must perform.

Then we shall design processing hardware that emulates as simply as
possible the behaviour of the physical analogue. This type of approach
may not be desirable to everybody, so we include a formal derivation of
the equivalent mathematical representation in Appendix I.
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The FT operation arrived at after imposing the set of constraints
CI-3 merely emulates a bank of filters. We shall therefore introduce
a physical model where each filter is an LCR oscillator. The centre
frequency and Q-factor of each LCR oscillator is adjusted to give the

desired FT channel response. The incoming signal then corresponds to
an external source which stimulates the LCR oscillator to respond

accordingly.

The response of a particular FT channel then corresponds to the

response of the equivalent LCR oscillator. We are not interested here
in the phase of the response, so we shall use the rate of energy dissi-
pation in the resistor R as a measure of the response. This will fluc-

tuate in a manner which depends upon the centre frequency and Q-factor
of the LCR oscillator; we may average out these fluctuations by inte-
grating the energy dissipated over a perici of time. Let us denote the

choice of an LCR oscillator physical analogy as constraint number 4:

(C4) Choose that particular FT realisation which corresponds to

the response of a forced LCR oscillator.

2.5 HARDWARE EMULATION OF A FORCED LCR OSCILLATOR

The following results are derived in Appendix 1. We shall assume
throughout the following analysis that the raw signal has been translated
to baseband, that it has been band limited to remove out-of-band noise,
and that it has been sampled at no less than the Nyquist rate. The in-
phase and in-quadrature amplitude responses (Alk(n) and AQ,k(n)) of
forced oscillator k at sample n have the form

Ai~k(n) = Zr cos[(n-r)k] xr'Ii X Ek n-r
r0O

(2.2)

AQk(n) Z r sin[(n-r)k] (X2.2

r0O

where xn is sample n of the forcing term (ie incoming signal), a is
the decrement (or decay) factor of the oscillator, and *k is the phase
advance per sample of the oscillator. The squared response is given by

Ek(n) = IAI,k(n)]
2 
+ [AQ,k(n)]

2  
(2.3)

The goal of Pl is to emulate digitally the behavioir of a set of
oscillator amplitude responses, and to make suitable measurements on

the corresponding Ek(n) in order to lock on to Si.

The first hardware consideration is what number of bits to retain
from each signal sample xn. This question can be addressed by consider-
Ing the relative noise amplitudes due to Gaussian noise on the communi-
cation channel, and noise associated with the quantirstion of the xn.
We must ensure that the quantisation noise never dominates the Gaussian

channel noise If we are substantially to retain the signal information
that is present. For our purposes I bit quantisation accuracy is suffi-
cient to ensure that these conditions are met in almost all signal and
noise scenarios. The consequent simplicity of the hardware design is
highly desirable.
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An immediate consequence of the decision to use I bit signal
quantisation is that we need only represent the amplitudes of the
cos(nk) and sin(nfk) terms to I bit accuracy. This approximation may
not be extended to the decrement factor a because then only two a values
(say 0 and 1) could be represented, which would be an unacceptable
constraint on the form of the LCR oscillator which could be emulated.

Let us represent these two constraints as:

(C5) Quantise the signal to I bit accuracy.

(C6) Quantise the cos(nhk) and sin(hk) terms to 1 bit accuracy.
These representations are stored as "phase look-up tables".

Further constraints on the detailed form of the hardware will be
defined to the next section, which deals in depth with the various

hardware compromises that must be made in order to arrive at an
economical design.

3 HARDWARE

3.1 INTRODUCTION

The hardware implementation will be discussed in the specific con-
text of the application for which it was originally designed. This was
the narrowing of the frequency ambiguity of a 50 baud DPSK telegraph
signal in a 12 kHz bandwidth. The width of the relevant channels was
10 kHz, but some margin is always allowed to ensure overlap of adjacent
channels. The signal to noise ratios commonly encountered in such
channels are often enough to cause errors, and the frequency of the
carrier is correspondingly difficult to determine. The signal to noise
ratio over the whole band is in practice often as poor as -15 dB.

The basic layout of the system is shown in Figure 2. The non-
oscillatory part of the dynamics of each LCR oscillator is realised a5
a pair of single pole recursive filters (SPRFs). Each pair consists
of a real part and an imaginary part, which respond to "cosinusoids"
and "sinusoids" respectively. Since the digital bandwidth is chosen
to be a factor of 128 greater than the input sampling rate, the same
circuitry can service 128 oscillators, the state of each of which is

recorded in a register in the recursive filter loop. These memories
are arranged so that any particular one may be interrogated by the
microprocessor system which is to perform the necessary squaring,
summing and accumulating functions which are needed to obtain a power
spectrum. Alternatively the "sum of squares" operation may be per-
formed by a read only memory (eg AND 27512) configured as a look-up
table. Computer simulation has shown that although there is some
small penalty in acquisition time, less than 8 bits are needed from
each register.

The input signal is multiplied by the 128 different sets of terms
in the phase tables which correspond to the centre frequencies of each
LCR analogue. Thus the phase tables are chosen for each "oscillator"
in such a way that an input frequency corresponding to the centre
frequency of a particular oscillator is converted to dc at the input
to the corresponding SPRF.
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The criteria (C5) and (C6) discussed in the rationale specify

that the signal and the phase tables be quantised to one bit accuracy.

In principle this means that only the sign bit is retained, and the

multiplier is reduced to an exclusive NOR gate. Moreover, if the

exclusive NOR is replaced by an exclusive OR, the effect is to invert

the complex planes represented by the contents of the registers through

the origin. This will not affect the operation of the rapid lock

circuit since we are interested at this stage only in signal powers.

Note that the exclusive NOR and the adder may be absorbed as two extra

address lines in the decrement tables. Although the contents of the
"decrement tables" becomes more complicated, this will reduce the

component count.

The input is sampled at the Nyquist frequency of the satellite

band and held by the latch shown in Figure 2. Since the system is
designed to operate at baseband and the total bandwidth is 12 kHz, a

new sample is taken every 1/24000 sec, or every 41.67 microseconds.

In this period, 128 SPRFs must be serviced using their individual

internal states, the input sample, and their individual phase table
values for that particular sample time to define a new state. This

implies a system clock of frequency 24000 x 128 - 3.072 MHz. This is

easily realisable using a "lock step" system, TTL, and fast but readily

obtainable memories.

128 "parallel" LCR circuits were chosen for the following reasons:

a. 2 N (N positive integer) was a highly convenient number of
frequency channels to use from a hardware point of view. No

special considerations were needed for counters and registers

for example.

b. 128 oscillators were the maximum number that could easily

be implemented in hardware without running into problems with

speed and (from the end user's point of view) power consumption.

c. 128 oscillators satisfies the criteria (CI-C3) mentioned in
tUe rationale regarding the ratio of the linewidth of the modulated

signal to the width of the oscillator response; 12000/128 - 93.75 Hz

which is of the order of the linewidth of the modulated signal.

In the next section the detailed operation of the circuit will be

discussed, followed by an introduction and explanation of how such para-

meters as the register size and sparse sampling interval was arrived at.

3.2 DETAILED DESCRIPTION OF MAIN CIRCUIT OPERATION

The block diagram of the circuit is shown in Figure 2. The circuit
diagram of the realisation will vary according to the implementation of
the individual engineer. The basic system works using a "lock step"

principle driven by a clock with a fundamental frequency of 3.072 MHz.
The clock may best be implemented as an oscillator running at some
harmonic of this frequency, using dividers and gates to obtain the

correct phases for write enable pulses, etc.

The highest frequency to be analysed in the system is 12 kHz, and

the system samples at the Nyquist rate for the highest frequency in the
band. The input passes through a hard limiter and the positive or nega-

tive value is input to an edge triggered latch as a I or 0 respectively.
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While each input sample is held in the latch, the following sequence
of operations takes place:

a. The clock advances the counter by 1. The lower 7 bits of

the counter select (i) the real and imaginary values of particular
oscillator registers, and (ii) the correct pair of entries in the
phase tables relating to that oscillator and the current sample.

b. The values of the oscillator registers are latched; these
form the addresses of the decrement factor look-up tables.

c. The exclusive NOR of the current sample and the phase table
real and imaginary parts is added to the outputs of the decrement
tables. A I output from an exclusive NOR increments the values
by 16 input to a register, a 0 decrements the value by 16.

d. The new values are latched into the registers, and the counter
advances by one.

This sequence is repeated until all 128 registers have been serviced,
after which the next input signal sample is latched.

The contents of the decrement tables are chosen so that the behaviour
of the SPRF satisfies criterion (C4): the response of the circuit is
similar to the response of a forced LCR oscillator. The tables are gener-

ated by a computer program which emulates the system, and are downloaded

to an EPROM programmer.

Since the clock is running at 3.072 Mz the cycle of operations
a to d above must take place in 325 nanoseconds. There are two critical
paths in the circuit around which a signal has to propagate in this time:

a. The path from the counter through the phase look-up table,
the exclusive NOR and the adder to the registers.

b. The loop from the registers, through the latch, decrement

table and adder, and back to the registers again.

The system does allow 150 ns access time memories to be used for the
phase look-up and decrement tables, but the registers to be used are
preferably 35 ns RAM with separate input and output terminals.

3.3 STRUCTURE OF THE PHASE TABLES

The phase look-up tables in the case of a 128 oscillator, single

bit system are arranged as a 32K x 2 memory. The lowest 7 address
lines select the outputs for a particular oscillator (register pair).

The upper 8 address lines select the relevant phase of each basis

frequency.

Since, in this particular implementation of the system, the lowest
frequency signal used has a period of 256 samples, the entire set of
tables can be considered to be recorded modulo 256. When the tables
are exhausted the counter automatically restarts at zero and the tables
repeat.

9



The contents of the tables may be generated by carefully hard limi-
ting the sine and cosine functions of a computer. The system emulator
is used, and the contents of tables used in simulations are downloaded
to an EPROM programmer.

3.4 READING THE REGISTERS WITH A MICROPROCESSOR

The system clock may of course be made synchronous with that of
a microprocessor, but this is not necessary.

A 7 bit wide comparator may be used to request the contents of a
particular register pair. The microprocessor puts the number of the
oscillator which it is required to read on the lines to the comparator.
When the counter next addresses the appropriate register pair, the
comparator outputs a pulse which writes the register contents into
separate latches. The pulse from the comparator may be used to inter-
rupt the processor. Hence, the processor can observe the states of the
oscillators at its leisure.

Because the decorrelation time of the oscillator amplitudes is
substantially longer than the sample to sample time interval, the
microprocessor may be arranged to process all of the information avail-
able from the oscillator registers. This is achieved by using the
microprocessor to observe the contents of each register pair at times
which are separated by an order of the decorrelation time (see Appendix
2 for details). This is called "sparse sampling".

The order in which the oscillators are observed may be optimised
to reduce the time for which the processor has to wait for the signal
from the comparator.

3.5 REGISTER STRUCTURE AND SIZE

The register structure and size needs to be given some consideration
if the best performance for any particular application is to be obtaineo
from the system. Clearly, if the registers are too small then hard
limiting will take place. Conversely, if the registers are too wide,
they will always remain far from saturation and there will be bits which
are never used.

The general scheme of register construction for this type of system
is shown in Figure 3, for which there are two quantities to be decided.
Firstly there is the number of "hidden bits" (ie the bits which are not
observed by the microprocessor), which are used to supply sufficient
finesse to the system ensuring correct accuracy of the decrements.
Secondly there is the "increment bit" where increments and decrements
resulting from correlation between the input samples and the phase
tables are fed in.

Only the bits which are of equal or greater significance than the
"increment bit" need be fed into the adder, since other bits are not
affected by the addition or subtraction and may be fed directly into
the registers. The maximum value that may appear in the registers (if
not hard limited) is decided by the decrement value.
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The bits which are fed into the adder from the decrement tables are

arranged so that the binary value of those bits is I less than it should
be in terms of the register value after decrement. The input to the
adder from the exclusive NOR gate is to the second least significant
bit. Hence, if the output from the exclusive NOR is a 0, the overall
effect is to decrement the registers. If the output is a 1, the regis-
ters are incremented. By using the fact that the decrement table is

implemented as a memory, no explicit subtraction needs to be performed.

There are cases where small registers which do hard limit may be
used. Where the system size must be small such a trade-off with per-
formance is acceptable. The rapid carrier acquisition may be delayed
by a fraction of a second in such a system, but this will have no

operational significance.

The rapid acquisition system has real and imaginary registers each
of which are 8 bits wide. The number of hidden bits is chosen to be 4,
and the increment bit is chosen to be the 5th (counted inclusively from
the least significant bit). The microprocessor has access to all 16 bits
of each register pair, but computer simulation has shown that this
accuracy is not necessary, and that the less significant bits need not

be observed. There is a corresponding graceful degradation in perfor-

mance as more bits are omitted.

3.6 PHASE AND DECREMENT TABLE GENERATION AND OSCILLATOR EMULATION

Two aspects of circuit design will be mentioned in passing which
will become important when more general circuits using the "synthetic

oscillator" approach are contemplated.

The LCR circuits which are emulated by the system may easily be

made agile in centre frequency and bandwidth. This could be achieved by
making both the phase and decrement tables soft, ie different sets of
values may quickly be written in by a microprocessor if the appropriate
circuitry were added. If a separate decrement table were used for each

SPRF by using a larger memory, each oscillator could have a different

bandwidth.

It should be recognised that the use of memories as look-up tables
for "phase" and "decrement" values allows complete flexibility. For
example, one is not restricted to encoding sine and cosine functions
into the phase tables, and neither is one restricted to using a "window"

which represents exponential decay.

Where very accurate centre frequencies or (correspondingly) narrow
bandwidths are required, some sacrifice of the versatility of look-up

tables must be traded with a redtiction in size gained by using special
purpose circuitry. Hence, a special purpose multiplier may be used in
place of the decrement tables; the multiplicand determining the band-
width. Similarly, special purpose hardware may be used to generate the
phase tables. An example is shown in Figure 4. Here, the required

period divided by four is supplied to a presettable down counter; the

required centre frequency precision is supplied by the counting rate.
Note that (using this circuit) separate generators are needed for each
"oscillator".

11



Where the sampling rate is sufficiently low and only a small number

of oscillators are required, the circuit may be emulated using a micro-
processor. This would mean that the special purpose registers and
tables would reside in the memory space of the processor, and that
(comparatively) long word lengths and correspondingly narrow bandwidths

would be available.

4 RESULTS AND DISCUSSION

4.1 INTRODUCTION

The system which has been described was simulated using a Data
General MV6000 computer. The software was written in such a way that

the important parameters such as the number of oscillators and the
register structure could be altered easily. The contents of the look-up

tables could be downloaded directly into a PROM (Programmable Read Only
Memory) programmer so that they could be used in a hardware realisation

of the system. The software was designed to emulate the real circuit
operation as closely as possible.

The hardware was constructed using TTL gates, 150 ns EPROM for
the look-up tables and 35 ns registers for the oscillator contents.
A double Eurocard was used, but some further care in layout and the
choice of memory components would reduce the size by about 50%. For
example, if a 1024x8 were used as a "decrement table", the adder and
multiplier could become part of the look-up table by using two extra

address lines. Hybridisation could further reduce the size to about
a half of a Eurocard. The real and imaginary output latches were each

temporarily connected to an 8 bit digital to analogue converter (DAC)
so that the contents could be viewed directly on an oscilloscope as an
Argand diagram. The registers corresponding to a single oscillator
could be observed by setting up a 7 bit switch connected to the input

of the comparator.

Some results from the computer simulation are presented, together
with results obtained from the hardware realisation.

4.2 COMPUTER SIMULATION OF THE CIRCUIT

The response of the system to a sine wave and a sine wave with hard
phase reversals occurring every 20 milliseconds was investigated. The
amount of noise in the 12 kHz band was varied during the experiments.

A typical value has been chosen to illustrate the emulator performance.

The output is shown as a power spectrum in each case.

Note that the spectrum shown is a result of sparse sampling the

contents of each of the oscillators and averaging the results. Normally
this operation would be done by a microprocessor connected to the system.
This would place a relatively light burden on the microprocessor because

of the sparse sampling scheme.

A typical communications signal of the type described working at
50 bits per second would be expected to have at worst a signal to noise

ratio of 30 dB Hz. For synchronous phase reversed keying (PRK), the
fundamental error rate is about I in 10

5 
at 29 to 30 dB Hz. Hence, a

link using PRK is designed to operate with a lowest signal to noise ratio

of 30 dB Hz. As current modems are not adaptive, a margin of at least
6 dB is usually added by increasing transmitter power to account for
unknowns such as fading.
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Figure 5 shows the results of using the emulator to produce a

power spectrum where the input is s pure sine wave at 0.3 w per sample,
in 0.1 second (simulated) steps. Similarly Figure 6 shows a similar

set of plots except that the input is a sine wave with phase reversals
at 20 ms intervals. The signal to noise ratio in each case is 30 dB
Hz. The horizontal axis is the oscillator number arranged in order of

increasing frequency, and the vertical axis is the power (in arbitrary

units). The input frequency of 0.3 v per sample is not special and
lies between the centre frequencies of two oscillators.

4.3 RESPONSE OF HARDWARE TO A SINE WAVE

Sections 4.3 and 4.4. refer to signals with only the basic time-

scale Ts of the signal ((SI) in the rationale).

Figure 7 shows the contents of a pair of oscillator registers
displayed on an oscilloscope where the input is a pure sine wave. The
persistence of the screen and the shutter speed of the camera (1/30
sec) has averaged the display. No noise is present, and pictures are
shown for different offset frequencies of the input from the oscillator
centre frequency.

As in all of the photographs shown in section 4, the format is an
Argand diagram with the real part on the horizontal axis and the ima-
ginary part on the vertical axis. The real part is the "cosinusoidal"
or In-phase channel, and the imaginary part is the "sinusoidal" or
Quadrature channel. The picture represents a state diagram for the
individual oscillator which is being observed. The brightness of each
point is proportional to the amount of time which the oscillator spends
in the corresponding state, but the order in which the states are

accessed is not obvious from the picture. The outer boundary of the
Argand diagram forms a square; since the registers are limited to eight
bits the machine cannot access the states outside this square which it
would otherwise occupy. This leads to some interesting behaviour as
will be discussed later. If the frequency of the incoming sine wave
is within a few Hertz of the centre frequency of the oscillator whose

behaviour is being observed, the bright points on the image move around

the periphery of the square as expected.

In the first photograph, the oscillator spends nearly all of its
time on the periphery of the square, most often at the corners. This

indicates that the registers are nearly always saturated and that the
value of the power (Real

2 
+ Imaginary

2
) is the maximum possible.

As the frequency moves away from the oscillator centre frequency,

the oscillator spends less time in the corners and begins to occupy
states near the centre more frequently. This is indicated by a
brightening of the spots which are nearer the middle of the screen.

Eventually the pattern begins to collapse towards the centre

as the input signals cease to be correlated with the phase tables.
Finally the response is similar to that when pure noise is input,
except that the pattern is more compact. This is because the input
energy lies completely outside the oscillator's band.

13



4.4 RESPONSE Of HARDWARE TO A SINE WAVE IN NOISE

Figure 8 shows the response of an oscillator to a sine wave at the

oscillator centre frequency but with varying amounts of noise present.

The results are calibrated in the terms of reference which would be
applied to a real signal (ie in dB Hz).

The first diagram shows the response of an oscillator to a signal

of 50 dB Hz. This is a signal where the signal power in the whole

12 kHz band is about 10 dB greater than that of the noise. More oscil-
lator states are now accessed becaube of the noise component.

As the signal to noise ratio is decreased, the region of commonly

occupied states becomes larger, until at 20 dB Hz the appearance of the
display is similar to that of noise, except that the centre is offset.

At 30 dB Hz an offset is readily apparent, but it must be remembered

that the oscilloscope screen is integrating the signal.

The striations which are apparent in the photographs arise from the
hard limiting due to the limited register size and quantisation effects.

The input signal increments or decrements each register by 16 every time
that a sample is taken by the machine. It is an artefact of the decre-

ment table organisation that if a register approaches its maximum or

minimum value, it is reset to a value which is 16 or 48 (depending on
the next sample value) units away from the extremum.

The quantisation of the decrement tables then allows the registers

to change their value by only 15, 16 or 17 after each subsequent sample
is taken. If the next hard limiting occurs after only a few samples
have been taken, then the effect of the above restricted register

changes limits the number of register states that can be occupied.

This clearly manifests itself as striations on the oscilloscope screen.

4.5 THE EFFECT OF PHASE REVERSALS OF THE NOISY CARRIER

In this experiment, the timescale (S2) is introduced into the
signal. A realistic value of Tc - 20 ms is used.

Figure 9 shows the oscillator Argand diagram which results when

there are 50 hard phase reversals per second of the carrier, and a

telegraph signal at that rate with varying amounts of noise present.

As the noise level is increased, the distribution in the display

tends towards a "dumbell" shape. The poorer noise tolerance is to be
expected since the energy of the modulation signal is spread over a
greater bandwidth than before, and consequently less is "absorbed" by

an oscillator centred on the carrier frequency.

Note that hard phase reversals repeated 50 times a second split
the line in the carrier spectrum into two main lobes at 1 25 Hz from
the original frequency. If the frequency source is retuned by 25 Hz
in either direction, a stationary display similar to those in Figure 9
is obtained. The system does not however have sufficient resolving

power to separate the two components completely. The implications of

a system which can do this will be discussed in another publication.
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5 CONCLUSIONS

Using general physical arguments based on factorisation of length/time-
scales, and on an LCR analogy, we have identified an irreducible description

of the structure of a low data rate carrier that is hidden in white 1noise.
This description involves a I bit representation of the incoming (noisy)

signal which is then correlated with a set of I bit templates in order to
achieve a set of matched filter operations. The outputs from this are added

to registers which have a limited memory time (ie the register bank of forced

LCR oscillators).

The implementation is such that 128 oscillators operating at baseband
(ie 0-12 kHz) may be emulated by a single serial digital circuit operating at

high speed (ie 3 MHz). Although the input characteristic frequency is 12 kHz,
the characteristic frequency with which the register contents vary is 94 Hz

(- 12 kHz/128) which is the inverse register decay time. This allows inter-

pretation of a restricted number of the registers by a relatively slow serial

device such as a microprocessor.

The circuit was constructed and its performance was measured; all the
results were in agreement with the theoretical predictions. Preliminary

results indicate that a 50 bit/s phase reverse keyed telegraph signal at
30 dB Hz in a 12 kHz bandwidth may be located and phase locked to in I second
or less.

The flexibility inherent in this approach to communications signal pro-

cessing has not been fully explored in this Memorandum. By careful design of

the initial filtering operation and/or by simultaneous interpretation of the
behaviour of several of the registers more sophisticated use of available

bandwidth is possible. One of us (JP) is researching into these possibilities

and in the future will publish extensions of the basic ideas outlined here.
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APPENDIX 1: DERIVATION OF PROCESSOR STRUCTURE USING GENERAL PRINCIPLES

We shall derive the hardware structure from a set of general principles:

ASSUMPTION I

The hardware will measure a finite number N of statistics sk(n)
(k - 1,2,...,N) of the data samples x(n).

ASSUMPTION 2

In order that the hardware structure be simple, we shall demand
that the sk(n) be linearly self-recursively definable, so

sk(n) S ak(n) sk(n-l) + Ok(n) x(n) k - 1,2,...,N and n C Z (AI.l)

where ak(n) and Ok(n) are both real. ak(n) is interpreted as a "memory"
term, and 8k(n) is interpreted as "weighting" the forcing term x(n).

ASSUHPTION 3

To further simplify the hardware we shall restrict the ak(n) to have
the form

Qk(n) E a e
(AI.2)

o < I

This restriction on lk(n) still permits us to specify a "memory length",
but it can now neither depend on the statistic nor the time.

Assumptions 1, 2 and 3 allow us to solve the defining equation for

sk(n) to give

s (n) = c
r 

8k(n-r) x(n-r) (A1.3)
k r=0

ASSUMPTION 4

To further simplify the hardware we shall assume that the Bk(n) are
periodic in n. The natural choice for the period is N. This is because
there are exactly N statistics Sk, so perfect information retention by
the sk can only ever be achieved for at most N samples of x(n). It is
therefore pointless to permit the 0k(n) (for fixed k and variable n) to
depend on more than N parameters. This periodicity restriction may be
written as

Bk(n+N) E Bk(n) (Al.4)

For the same reason the memory length introduced by a must be of

order of N, so typically

a 1 (Al.5)
N

16



to ensure that

aN << I •(AI.6)

ASSUMPTION 5

It remains to determine only the detailed form of the Ok(n). This
can be decided only when the structure of the signal which we wish to
detect in the x(n) is specified. Clearly it is desirable for a single
statistic sk to respond strongly to a given signal, for then a simple
threshold operation may be used to Jetermine the signal from the infor-
mation collated by the statistics sk - We may ensure this behaviour by
defining

Ok(n) xk(n) (AI.7)

where xk(n) is the time series obtained from a noiseless version of
desired signal k. This specification is more complicated when either
the noise is correlated, or the signals xk(n) are not orthogonal.

For sinusoidal xk(n) the output takes the form

sk(n) = ar costin-r) k) x(n-r) (Al.8)r=k sin[(n-r)ok]

where *k is the phase advance of xk(n) per sample, and the cosine or
sine are chosen according to whether the in-phase or in-quadrature
channel is being considered.

17



APPENDIX 2: SOME USEFUL MATHEMATICAL RESULTS

The results that are quoted in this Appendix ignore the effects of

quantisation. This approximation is best when there is no hard limiting and
the signal to noise ratio at the input is less than of order of I (ie quanti-
sation effects are minimal). These requirements are not independent of each
other, and they are usually met in practice.

Let us define some notation:

raw sample the separation

mr E sparse sample time separation

acoS(n) E amplitude of cosine oscillator k at t - nT
sin

ak6 i(n) amplitude of sine oscillator k at t - nT

Ek(n) = [acoS(n)]
2 
+ [akin(n)]

2

wk E angular frequency of oscillator k

k WO= phase per time T for oscillator k

cos(nk) C cosine phase table entry for oscillator k at t = nT

sin(nk) C sine phase table entry for oscillator k at t - nT

a E decrement factor

x(n) or xn = raw data value at t - nT

Oscillator response equation:

a kcos(n)= xr cs[(n-r)ok (A2.1)

aksin(n) r= sin[(n-r)k n-r

Ek n = a 
r s 

exp[-i(r-s)0k I Xn-r Xn-s (A2.2)

r, s0

Average response to a cosine wave input xn - cos(n$):

<E (n)> 1 
-  

(A2.3)
k 4 + -_2cof-

where we have used the approximation 1#-#k1 << I*+#k. •

Average response to white noise input (xn) - 0, <Xen) - N
6
mn:

<Ekn)> 2-- (A2.4)



<E (m)E (n)> = 2 
2  

2(m-n) + (I _2)2 (A2.5)k k _on2  
1 2 e 2i'k21

Comparison of (A2.4) ayd (42.5) reveals that Ek(m) and Ek(n) are substan-
tially decorrelated when o2 r-n << I (this result is related to (A!.6)).
(A2.4) and (A2.5) provide a theoretical justification for the sparse sampling
scheme that was adopted.
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APPENDIX 3: RESPONSE TO A NOISY SINE WAVE AND SATURATION EFFECTS

The effect of I bit quantisation of this input signal may be substan-
tially accounted for by ensuring that <x

2
> = 1. The result in (A2.3) is

n
quoted for xn - cos(nO) where <x = . The result in (A2.4) is quoted
for <xn> - N. Combining these two results in such a way that the SNR (per
sample on average) is R yields

<Ek(n)> - R (A3.1)
1+a - 2

acos[I-4k] I " CA

For the particular implementation that we have described in this
Memorandum, namely satellite communications, the relevant parameters are

fmax = 12000 Hz ; fbin = 93.75 Hz

- 41.7 us

a = 0.98773

The phase per sample per bin width is

O$bin = 2" fbinT

- 2.456 x 10-2 radian

A conversion table between SNR R and the equivalent measure R' in dB Hz

is

R'/dB Hz R

20 0.0083

30 0.083

40 0.83

50 8.3

where the expression

R' - 10 loglo 112000 R]

has been used.

Figure 10 shows <Ek(n)> given by (A3.1) plotted against k, where the
value of k is given as the difference between the a. tual k and the centre
frequency k. This figure shows the response (in squared units) versus

displacement from centre frequency (in bin widths). Various dB Hz levels
are shown.
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It is instructive to compare the predictions of Figure 10 with the

results displayed in Figures 7 and 8. The Argand diagrams shown have an

x and y scale that extends from -8 to +8. This corresponds to the fact

that we add in the incoming signal at bit number 5 of the 8 bit oscillator
registers, and so the oscillator has only 4 bits to represent (the integer
part of) its response. The maximum energy squared respnse) that the oscil-
lator can store is therefore 128 units (- 8S + 82) and this occurs in the

corners of the Argand diagram. At the extremities of the x and y axes the

energy is 64 units. These energy units are the same as those used in

Figure 10.

Figure 11 can now be compared directly with the results in Figures 7
and 8. Clearly any value of <Ek> > 128 will saturate at least one of the

oscillator registers, so there is a substantial range of SNR within which
saturation should be clearly observed. An important caveat to note is that

Figure 11 refers to <Ek> (not Ek), so there is the possibility of inter-
mittent saturation for values of <Ek> that seem "safe". Referring to
Figure 11, the oscillator should be saturated for a pure sine wave input

for k - 0,1,2. This is borne out by the results shown in Figure 7.

At k - 5 (Af - 470 Hz)$<E 5> - 33, -<E5> - 5.7,

and at k - 21 (f - 2 kHz)I <E 2 1> - 1.9, V<E 2 1> - 1.4.

Both of these results are consistent with Figure 8.

The results that are shown in Figure 8 correspond to the intercepts (on

the <Ek> axis) in Figure 10. These intercepts are in tabulated form

SNR/dB Hz < Eo> vk"

50 2968 54.5

40 1529 39.1

30 292 17.1

20 68 8.2

NOISE 41 6.4

Comparing these results with Figure 8 shows that the results are compatible.
Clearly the effect of noise is to blur out the response so that an oscillator

that is saturated (according to <Egc) will spend some of the time unsaturated.

The overall Impression is that (A3.1) provides a good estimate of <Ek>.
The theory could be extended to account for quantities such as <(Ek)n> n > 1,
which would provide a more rigorous means of analysing the effects of noise.
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FIGURE.9 RESPONSE OF OSCILLATOR TO 50 HARD PHASE REVERSALS PER

SECOND
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